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Structure of the talk
• What is High Touch Telemetry


• Hardware


• Grafana / Python / SQL Tools


• Use Cases


• Network visibility


• Operations debug / auditing


• Network Planning


• AI / ML Research



High Touch in a nutshell

NOKIA 400G Routers

Xilinx 2x100G x2

Beefy FPGA Host 
Servers

Telemetry to Data Lake

Data Lake 
2 PB Fast SSD + CEPH

1:1 Monitoring on up to 4 Terabits of traffic 
Hardware ( FPGA ) Accelerated Data Reduction 
Hardware ( FPGA ) 1ns accurate time stamping  

Kafka based 24/7 Streaming to a data lake 
PCAP capture of any subset of flows 

SQL Backend running on fast servers

Header capture on the NOKIA router.   
No impact to production traffic.
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High Touch in a nutshell

NOKIA 400G Routers

Xilinx 2x100G x2

Beefy FPGA Host 
Servers

Telemetry to Data Lake

Data Lake 
2 PB Fast SSD + CEPH

High Touch Nodes at all ESnet Edge Routers

Data 
Lake

Complete Perimeter for all traffic

100 % Packet Inspection 
100 % Perimeter Coverage



Tools
SQL CLI Jupyter Lab / Pandas

Grafana / Stardust

Wireshark



“Use Cases” 



Internet Background Radiation
All the dst ports that GET A SYN and no further packets

Org Name All the ports that accept a TCP-SYN and return SYNACK

# of IPs used to 
probe



Network Audits - Martians

Why do we have 
documentation  

addresses in our network ?

NICE !  Kudos 
ESnet Router 

Configs

This isn’t  
internet  
garbage

SONIC  - Open Source Switches 
Docker - Data Center Auto Config

Beware when you download and 
get instant gratification from the 
internet.



LHCONE - CRIC Audit

This isn’t Internet garbage 

CERN / CRIC 
Source of Truth for what 
prefixes are on LHCONE

JSON  
Query

HT SQL Database

[ ] 
Should be empty set

Select *  
NOT in JSON



What is .ps-tp ? 

Because it generates our  
largest elephant flows.

Select  
   (*) 
Where 
   Peak Rate > 10 Gbps 
   For at least 10 seconds 
Order by Rate 

Network Planning - Elephants or Big Foot     



Network Planning - Slightly Bigger Picture

These are largely, if not entirely PerfSonar

Everything else “peaks” at 10 Gbps 
“average” is < 1 Gbps

99 % of our traffic averages 0.5 Gbps per flow.    
LHC / Globus / everything…

This is how we do large tranfers. 
NO EXCEPTIONS !

ECMP / LAG 
Campus 100G Optimization 
FlexE 
9K MTUs 

This provides a context between 
“Theory” and “Practice”



ML - Clustering / Self Similarity / Prediction etc..

Joint work with UCSD  ( Onat Gungor / Tajana Rosing ) 

Reliable auto clustering of our 12 billion flows / day ? 
How repeatable are the statistics ? 
   Ans:  99% of the time the hundreds of thousands of nodes on ESnet do more or less the same thing everyday. 

   Good !  Then we can do capacity planning and prediction, without worrying about daily chaos.  
   Good !  Then we can look for exceptions automatically.
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“Thank You” 


